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Figure 1. Overview of Hear-Your-Click.

Abstract

Video-to-audio (V2A) generation shows great potential in
fields such as film production. Despite significant advances,
current V2A methods, which rely on global video informa-
tion, struggle with complex scenes and often fail to generate
audio tailored to specific objects or regions in the videos. To
address these limitations, we introduce Hear-Your-Click, an
interactive V2A framework that enables users to generate
sounds for specific objects in the videos by simply click-
ing on the frame. To achieve this, we propose Object-aware
Contrastive Audio-Visual Fine-tuning (OCAV) with a Mask-
guided Visual Encoder (MVE) to obtain object-level visual
features aligned with corresponding audio segments. Further-
more, we tailor two data augmentation strategies: Random
Video Stitching (RVS) and Mask-guided Loudness Modu-
lation (MLM), aimed at enhancing the model’s sensitivity

to the segmented objects. To effectively measure the audio-
visual correspondence, we design a new evaluation metric,
the CAV score, for evaluation. Extensive experiments demon-
strate that our framework offers more precise control and
improved generation performance across various metrics.
Project Page: https://github.com/SynapGrid/Hear-Your-Click

CCS Concepts: « Computing methodologies — Artifi-
cial intelligence; Computer vision representations; Natural
language processing.

Keywords: Video-to-Audio Generation, Contrastive Learn-
ing, Fine-grained Control, Diffusion

1 Introduction

Video-to-Audio (V2A) generation has shown great potential
for applications in diverse domains, including film produc-
tion, social media, and accessibility services. Recent research
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in the field has yielded significant advances, particularly with
diffusion models demonstrating remarkable performance in
cross-modal generation tasks [7, 19, 21, 30, 35].

Despite considerable advances, several unresolved chal-
lenges persist in the field of Video-to-Audio (V2A) genera-
tion. One of the primary challenges is the comprehension of
intricate semantic information within videos. Videos often
contain multiple objects and their corresponding actions, re-
quiring V2A models to generate appropriate sound effects for
each object while accounting for their interactions. This com-
plexity poses a significant challenge, as most V2A models
struggle to handle such rich semantic information effectively.

Another challenge is the lack of fine-grained control over
the audio generation process. Existing methods predomi-
nantly rely on global video information, which is insufficient
for customizing audio for specific objects or regions within
the video according to user needs [20, 29, 44]. This limitation
hinders the ability of the generated audio to meet the spe-
cific requirements of different scenarios, thereby restricting
the practical applicability of V2A models in domains such
as interactive media and film production. Introducing finer
control mechanisms would not only enhance the accuracy of
the generated audio but also improve the feasibility of V2A
models in real-world applications.

To address these challenges, this work proposes an inter-
active V2A generation framework named Hear-Your-Click.
As shown in Fig. 1, by allowing users to select specific ob-
jects within a video with a single click, Hear-Your-Click
generates sounds that correspond to the selected regions,
ensuring precise synchronization and alignment with the
visual content. This approach provides users with greater
control over the audio generation process, enabling more
detailed and customizable interactions with the generated
audio output. Furthermore, it addresses the suboptimal per-
formance of global V2A approaches in handling multi-object
videos by transferring control to the user, thereby enhancing
the overall quality and applicability of the generated audio.

To enable interactive audio generation, we develop the
VGG-AnimSeg dataset, extending VGGSound with object-
specific video-mask-audio triplets created via multimodal
aligners [42] and video object segmentation (VOS) [4]. We
then introduce Object-aware Contrastive Audio-Visual Fine-
tuning (OCAV), leveraging the Mask-guided Visual Encoder
(MVE) to first extract object-level visual features and then
align them with audio through contrastive learning. Two
data augmentation strategies, Random Video Stitching (RVS)
and Mask-Guided Loudness Modulation (MLM), are devel-
oped to improve model’s sensitivity to segmented objects.
Finally, we train a Latent Diffusion Model (LDM) conditioned
on the features extracted by MVE to generate audio. To bet-
ter assess audio-visual correspondence, we introduce a novel
metric, the CAV score, for our evaluation. Our comprehen-
sive experimental evaluations demonstrate superior perfor-
mance improvements across multiple metrics.
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Our main contributions are summarized as below:

e To the best of our knowledge, Hear-Your-Click is the
first interactive V2A framework that allows users to
generate object-specific sounds via a simple click on
the videos.

e To achieve interactive control, we propose Object-
aware Contrastive Audio-Visual Fine-tuning (OCAV)
alongside Mask-guided Visual Encoder, Random Video
Stitching (RVS) and Mask-guided Loudness Modula-
tion (MLM), collectively enhancing the model’s respon-
siveness to selected objects.

e We conduct thorough experiments to validate our ap-
proach on the VGG-AnimSeg dataset which is tailored
specifically for our framework. The results across mul-
tiple metrics, including the CAV score we propose,
showcase state-of-the-art performance in object-level
audio-visual alignment.

2 Related Work
2.1 Video-to-Audio Generation

Significant advancements in Video-to-Audio (V2A) gener-
ation have been fueled by innovations in generative mod-
els including Generative Adversarial Networks (GANs) [13]
and diffusion models [34]. Various studies propose innova-
tive solutions to V2A challenges. SpecVQGAN [20] trains
a codebook on spectrograms to generate sounds. Im2Wav
[36] employs CLIP embeddings [33] and Transformers [39]
to generate audio from images. Diff-Foley [29] introduces
Contrastive Audio-Visual Pre-Training (CAVP) to enhance
audio-visual synchronization. Seeing and Hearing [44] in-
troduces a multimodal latent aligner to bridge existing video
and audio generation models. TiVA [41] and MaskVAT [32]
focus on synchronization and propose the use of audio layout
and sequence-to-sequence mask generative model, respec-
tively. Other methods, such as SonicVisionLM [43], SVA [1]
and FoleyCrafter [48], use text descriptions as a mediating
modality between video and audio, allowing them to gener-
ate high-quality audio using large language models (LLMs)
or pre-trained text-to-audio (T2A) models, but they also face
the challenge of achieving accurate synchronization [48].
The above methods focus primarily on global video informa-
tion, which can lead to missing local details and difficulties
in processing complex multi-object videos. And they gener-
ally lack mechanisms for fine-grained control over the V2A
generation process.

2.2 Audio-Visual Alignment

Audio-Visual Pre-Training aims to obtain joint representa-
tions for improved retrieval, classification and generation.
Methods such as CAV-MAE [12], AV-MAE [9], MAViL[18]
and CrossMAE [14] leverage the Masked Auto-Encoder (MAE)
[17] to learn cross-modal correlations, thereby enhancing the
performance of joint representations in audio-visual retrieval
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and classification tasks. Inspired by CLIP [33], methods like
Morgado [31], Diff-Foley [29] and SCAV [38] make use of
contrastive learning to align audio and video features. Other
methods, such as AudioCLIP [15] and ImageBind [11], extend
multimodal alignment to achieve state-of-the-art results in
zero-shot cross-modal tasks. These studies demonstrate the
superiority of audio-visual pre-training, and thus an increas-
ing number of works [29, 44] have applied these techniques
to V2A generation tasks.

3 Hear-Your-Click

3.1 Task Formulation

Given a T-frame video V € RT*H*WX3 and a target ob-

ject S, our objective is to generate the corresponding Mel
spectrogram of the audio A, where A € RN with T” rep-
resenting the temporal length and N denoting the mel bins.
To achieve this, we first obtain binary masks M to delineate
S, where M = {M;, M,,..., Mz} and M, € {0, 1}V
refers to the t-th frame mask. In the inference stage, the
target object S is specified through the user’s clicks on video
frames. In the training stage, S is specified through textual
prompts labeled by human. Leveraging the information of
S, we perform prompt-guided video segmentation to obtain
M. Then M together with corresponding V and A form
triplets (V, M, A), which are used to supervise the model
in learning the mappings between the input (V, M) and the
output A.

Method overview. First, we tailor a new dataset named
VGG-AnimSeg based on the task defined above (Sec. 3.2).
Then we propose Object-aware Contrastive Audio-Visual
Fine-tuning (OCAV) to align video-mask-audio triplets (Sec.
3.3), including a Mask-guided Visual Encoder (MVE) (Sec.
3.3.1) designed to extract object-level visual features, and
two data augmentation strategies: Random Video Stitching
(RVS) (Sec. 3.3.4) and Mask-guided Loudness Modulation
(MLM) (Sec. 3.3.3). Finally, we detail the training of a latent
diffusion model conditioned on the visual features obtained
through OCAV (Sec. 3.4), along with the construction of the
interactive inference framework (Sec. 3.5).

3.2 VGG-AnimSeg Dataset

Given that existing audio-visual datasets fail to adequately
support our objective of focusing on specific objects, we
have constructed a new dataset based on the VGGSound
dataset [2] to address this limitation. The VGGSound dataset
contains over 200K 10-second video clips spanning more
than 300 categories, each accompanied by human-labeled
textual descriptions. To ensure distinct vocal subjects in the
videos as well as cleaner audio tracks, we initially selected
all animal-related videos from VGGSound. This selection
process resulted in a subset containing 68 classes of textual
descriptions.

To filter out noisy samples, we use multimodal joint em-
beddings to select the samples where both modalities (au-
dio and video) exhibit a strong alignment with textual de-
scriptions. Specifically, we first leverage the Contrastive
Language-Audio Pretraining (CLAP) model [6] and Con-
trastive Language-Image Pre-Training (CLIP) model [33] to
extract audio, image, and text embeddings. For each sample,
we compute the cosine similarity between the audio-text
and image-text embedding pairs. Based on these scores, we
select 400 training samples and 40 test samples per textual
description with the highest average similarity, resulting in
a dataset of approximately 30,000 samples.

To further ensure precise correspondence between audio
and visual content, we employ DEVA [4] to generate video
binary masks via text-prompted segmentation using the text
descriptions. This approach ensures a one-to-one correspon-
dence between the audio tracks and their corresponding
visual segments.

3.3 OCAV

Audio-visual alignment bridges semantic and temporal gaps
between audio and visual modalities, with Contrastive Audio-
Visual Pre-training (CAVP) [29] representing a notable ad-
vancement in achieving global alignment between these
modalities. However, CAVP’s focus on global synchroniza-
tion overlooks fine-grained, object-level details critical for
precise audio-visual understanding. To address this limi-
tation while retaining CAVP’s strengths, we propose the
Object-aware Contrastive Audio-Visual Fine-tuning (OCAV)
framework.

Given triplets (V, M, A), the objective of OCAV is to
extract object-level visual features from video-mask pairs
(V, M), where target objects are determined by M, while
ensuring that these visual features are aligned with the fea-
tures of the audio A. The overview of OCAV is illustrated
in Fig. 2.

3.3.1 Mask-guided Visual Encoder (MVE). Traditional
video encoders, which process the entire video input, often
fail to concentrate exclusively on the target objects indicated
by the masks M. Therefore, we propose Mask-guided Visual
Encoder (MVE) to extract object-specific visual features from
video-mask pairs efficiently. The MVE architecture integrates
binary masks as supplementary inputs alongside the primary
video stream, thereby enhancing the model’s responsiveness
to the designated objects. This dual-input structure consists
of two branches: a video-encoding branch f, and a mask-
encoding branch f;,.

In the processing of the video input for f;, we first compare
feeding masked videos with original videos, and observe that
masked videos lead to more stable and clearer audio as they
block out background interference. This is denoted as:

Xmo = norm(f,(V © M)) (1)



@ Ramdom Video Stitching

Prompted
VoS

Visual Branch

Masked Video

@ Mask-guided Loudness Modulation

4
i

Audio Branch *W,_l

Waveform

Mel Spectrogram

Liang et al.

fo MVE
[T o Object Semantic Similarity
Video | | i *m>
Encoder < —> ¥ xlxl xlaZ xixd
@ty E 2 o
f —> g, — v YeXa XpXg Xp¥g
m
~_ = ~
—> X5 xxk xoxk adxd
% Mask | *m > I o
Encoder »
_f‘/
L xB xgxd
7 = =151 =
=
& Audio ¥a 2
Encoder 3
< & Trainable
Frozen

Figure 2. Overview of OCAV. Object-level visual features extracted by MVE are alinged with corresponding audio features.
Training videos and audio tracks are augmented through (1) Random Video Stitching and (2) Mask-guided Loudness Modulation.
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and volume changes.

where x,, € RT*, d represents the dimension of the fea-
tures, and norm(-) represents the Euclidean norm along the
second dimension to unify the feature scale.

Regarding the mask input, we design f;, with a convolu-
tional backbone to capture the temporal characteristics of
the masks. These extracted features are then fused with x,,
to obtain the ultimate visual features x,:

Xm = norm(fm(M)) (2
Xy = norm(xmy + Xm) (3)
where x,,;, x, € RT*4.

3.3.2 Contrastive Learning. In parallel with MVE, we
adopt a convolutional encoder f, to extract temporal audio
features:

xq = norm(fo(A)) (4)
where x, € RT*?, We then compute the average of x, and
x, along the time axis to obtain X,, X, € RY.
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Figure 4. Improve the model’s ability to handle multi-object
scenes.

In the training stage, f, and f; are initialized with their pre-
trained weights from Diff-Foley [29], whereas f;,, is initialized
randomly. We freeze most of f, to retain its prior knowledge,
while keeping its final multi-layer perceptron (MLP) block
trainable. Both f;, and f; are kept fully trainable. For each
batch, we randomly sample time-synchronized clips from
(V, M, A) and extract feature pairs {(x:, J_C‘fl)}?:l, where B
is batch size. We use the following contrastive objective to
supervise the model training [29, 33, 37]:

1w | 1 exp(p(xl,x)/7)

contrast = —=1 n
LttB;{z%me@%m>
L mw%mm}

—- log —
275 exp(p(x), %) /1)

where 7 is the temperature parameter and ¢ denotes cosine
similarity function:

®)
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3.3.3 Mask-guided Loudness Modulation (MLM). Tem-
poral inconsistencies in the dataset, such as sounds contin-
uing after their sources move out of the frame, create am-
biguities for models. These ambiguities make it difficult for
models to determine whether sounds should continue or
stop once the sound sources are no longer visible. Imperfect
audio-video synchronization, including off-screen sounds
and background noise, complicates audio-video alignment
and introduces extraneous interference to joint representa-
tion learning.

Our objective is to mitigate these issues by ensuring that
the cessation of sound effects precisely corresponds to the
departure of the target object from the camera view during
inference. Additionally, we aim to adjust the audio loudness
in accordance with the relative distances of the objects from
the camera. To accomplish these objectives, we incorporate
Mask-guided Loudness Modulation (MLM) into our train-
ing methodology. Through strengthening the correlation
between object masks and audio loudness, MLM facilitates a
more accurate learning of the mapping relationship between
visual masks and auditory components.

As illustrated in Fig. 2, given a set of binary masks M,
we first compute the ratio of unmasked pixels to the total
number of pixels for each frame:

So<i<w My (i, j)
R o — S W @)
HxWwW
Then we normalize these values to ensure the maximum
value is 1:
A = Ak
k™ max (A, Ag, .. A7)
Next, we apply linear interpolation to resample these values
from the length T to match the length of 1-D audio signals,
thereby obtaining a new set of loudness scaling factors A =
{ALAS, .., A’T}. Finally, A is element-wise multiplied with
audio signals to modulate the loudness based on the presence
and extent of the unmasked region over time.

k=12....T (8)

3.3.4 Random Video Stitching (RVS). Video augmenta-
tion methods are extensively applied in various video pro-
cessing tasks, including classification, action recognition
and object detection [3, 5, 45, 47]. These techniques facilitate
more robust generalization and improved performance of
deep learning models by generating diverse training data.
Moreover, studies such as LeMDA [27] and MixGen [16] offer
novel insights into multimodal data augmentation. However,
such methods have been underutilized in the domain of
audio-visual alignment.

In this work, we propose Random Video Stitching (RVS)
during OCAV to enhance the model’s ability to identify and
understand individual objects. Specifically, for each video

in the dataset, another video is randomly selected, and each
frame is stitched either horizontally or vertically with the
corresponding frame from the original video. Simultaneously,
the audio tracks from both videos are overlapped. By incor-
porating RVS, we aim to improve the model’s capacity to
handle complex, multi-object scenes and enhance its overall
performance and generalization.

Theoretically, RVS can significantly increase training sam-
ples by combining different video segments, but too many
augmented samples can lead to overfitting and reduced per-
formance on new data. Therefore, we apply RVS to the 1,126
training samples from the VGG-AnimSeg-1k dataset and inte-
grate the augmented data into the final training set, ensuring
a balance between original and augmented samples.

3.4 Latent Diffusion Model

We utilize Latent Diffusion Models (LDMs) [34] as our gen-
erative model due to their proven efficacy in cross-modal
generation tasks. To mitigate the issues of failing to generate
audio for the target object or generating incorrect audio, we
propose augmenting the MVE visual features x, with CLIP
features x;, of the masked frames, as they provide rich, high-
level semantic information that helps disambiguate between
different objects. This is denoted as:

Xc :xv+xz )

where x., x;, € RT*d and x;, is extracted from the T frames
of a video. Then we train our model conditioned on x..
Given a Mel spectrogram A € RT*N | we first map it into
a latent space through z, = E(A), where z, € RO >N
and E(-) is a pre-trained latent encoder. In the latent space,
LDM employs a forward diffusion process to gradually add
noise to zy, transforming it to a Gaussian distribution N:

q(z: | z¢-1) = N(ze; V1 = Przi—1, Bi]) (10)
q(z: | 20) = Nz Vauzo, (1 - @) T) (11)
where @; = [[;_, (1 — f), B: is the noise schedule parameter
that controls the amount of noise added at each time step.

Then LDM is trained to predict the noise added at each step
of the forward diffusion process:

Lipm = Ezg,t,e ||€ — €g (Zt’ L, xc)”% (12)

where € ~ N(0,I) and €y is predicted by the model. After
training, LDM follows the reverse process to generate new
samples. Starting from a random noise latent z7 ~ N (0,I),
the model iteratively denoises to reconstruct a meaningful
latent:

Pe(zt—l | Z,Xe) = N(Zt—1§l1€(zts t, xc)s O'?I) (13)

T
po(zor | x) =p (z) [ [ po(zir | 2x0)  (14)
t=1
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where 19 and o2 are defined as follows:

1 1-a;
o0(zs,t,x:.) = — (2 — ——€p(z4, 1, x 15
jrrles: c) \/O!_t(t \/1_—0_[t (z¢ ) (15)
1—a;_
o= ——(1-a) (16)
1-a;

2z is then mapped back to the original data space using the
decoder D: A = D(z).

3.5 Interative Inference

There is a growing trend in research towards interactive
content generation [10, 24, 30, 40] because it engages users
directly in the process, allowing for real-time feedback and
customization. This makes the system more adaptable to
specific user needs and enhances the overall user experience,
providing greater enjoyment. Inspired by these studies, we
develop an interactive interface for Hear-Your-Click, utiliz-
ing the promptable segmentation capabilities of the Segment
Anything Model (SAM) [22] and the Track Anything Model
(TAM) [46]. This interface allows users to upload a silent
video and then select a single frame to specify target regions
via clicks. Upon selection, SAM generates corresponding
masks in real-time based on user clicks. Users can iteratively
refine these masks to ensure high precision in delineating the
target object. Once the mask is finalized, TAM propagates it
throughout the entire video sequence using semi-supervised
video object segmentation, generating the comprehensive
video mask M. Next, we extract MVE features x, and CLIP
features x; from (V, M), forming the condition embedding
x.. Finally, we sample the final audio using trained LDM
conditioned on x. Fig. 5 provides a detailed overview of the
inference pipeline, from user interaction to audio generation.

4 Experiments
4.1 Experimental Setup

4.1.1 Dataset. Our models are trained and evaluated on
the VGG-AnimSeg dataset, which consists of 27,200 training
samples and 2,720 testing samples. When data augmentation
via Random Visual Sampling (RVS) is applied, an additional
6,800 augmented training samples are incorporated, resulting
in a total of 34,000 samples for model training.

4.1.2 Evaluation Metrics. For quantitative assessment,
we use Frechet Distance (FD), Frechet Audio Distance (FAD),
Inception Score (IS), Kullback-Leibler Divergence (KL) and
Kernel Inception Distance (KID) following other audio gen-
eration studies [20, 25, 26, 29, 44]. FD, FAD, KL and KID are
employed to quantify the similarity between the generated
audio and the ground truth, while IS is utilized to assess
the diversity and quality of the generated audio samples.
To better evaluate the correspondence between video and
audio elements, we introduce a new metric, the CAV score.
The score leverages the model from C-MCR [42], which in-
tegrates CLIP [33] and CLAP [6] to provide audio-image
contrastive representations. For each audio-video pair, we
obtain per-frame image embeddings and an audio embed-
ding, and then calculate the similarity between the average
image embedding and the audio embedding. A higher CAV
score indicates a better match between the objects in the
generated audio and the original video.

4.1.3 Implementation Details. For the VOS setting, the
IoU threshold and NMS threshold of SAM are set to 0.88
and 0.8. TAM is configured to use 15 voting frames. For
data preprocessing, we resample 10-second video clips to
4 fps and resize each frame to 224x224 pixels. For audio
samples, we compute Mel spectrograms with a hop size of
250 and 128 mel bins during OCAV training, and a hop size
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Figure 6. Visualization of the generated samples. (a) Our method successfully reproduces similar sounds with the ground
truth while preserving synchronization, demonstrating great performance in capturing transient motion. (b) As the cows run
away, the volume of the audio generated by our method diminishes, while preserving finer details.

of 256 and 128 mel bins during LDM training. Consider-
ing the limited size of our dataset, which is insufficient for
training the model from scratch, we construct our frame-
work based on Diff-Foley and fine-tune our model using
its pre-trained weights. Specifically, the f, and f,, in MVE
utilize the SlowOnly [8] architecture, known for its profi-
ciency in detecting temporal action changes within videos.
fa leverages an audio encoder provided by PANNSs [23]. The
architecture of LDM, including the latent encoder and de-
coder, is inherited from Stable Diffusion-V1.4 (SD-V1.4) [34].
During the OCAV training process, we randomly sample
4-second segments from the original audio and videos, de-
noted as A € R¥6X128 and @ e RIOXZ24X223 | vielding
corresponding features x, € R1¢*%12 x, € R1%512 For LDM
training, we first extract visual features through MVE from
the 10-second videos, resulting in x, € R**5!2 Following
the Im2Wav [36] method, we extract per-frame CLIP embed-
dings, resulting in x}, € R40%512 and add them to x, to form
the condition embedding x. for the LDM. At the inference
stage, we set the Classifier-Free Guidance Scale to 4.5, the
Classifier-Guidance Scale to 50, and use the DPM-Solver [28]
sampler with 50 inference steps.

4.2 Comparative Experiments

4.2.1 Qualitative Results. We conduct a comparative ex-
periment of our method with several recently published,
open-source V2A approaches, including SpecVQGAN [20],
Im2Wav [36], Seeing and Hearing (SAH) [44] and Diff-Foley
[29]. The qualitative evaluation focuses on three main as-
pects: the capacity to produce coherent audio, the relevance
of the generated audio to the target objects, and the temporal
alignment between audio and visual content, particularly

focusing on the movements within it. As shown in Fig. 6,
our method excels in generating audio most similar to the
original for given video inputs, accurately capturing nuances
such dog barks and cow moos, while maintaining synchro-
nization with their movements. Other methods fall short, ei-
ther producing visually accurate but poorly synchronized or
low-quality audio Im2Wav), or generating irrelevant sounds
(SAH). SpecVQGAN, despite its high spectral detail, fails
to correctly identify video objects, resulting in inaccurate
audio generation. While Diff-Foley succeeds in crafting syn-
chronized audio, it occasionally struggles to reproduce the
exact sounds associated with specific objects. Overall, our
approach demonstrates a superior balance between audio
quality, synchronization, and object-specific sound accuracy.

Method FD| FAD] ISt KL| KID] CAV?
SpecVQGAN 75.55 5.51 3.79 3.53 0.021 1.50
Im2Wav 63.35 1194 3.27 3.13 0.021 2.27
SAH 98.41 11.30 4.46 5.09 0.039 1.76
Diff-Foley 59.00 6.60 5.67 3.95 0.015 2.22
Ours! 49.48 4.04 5.20 3.01 0.012 2.55
Ours? 48.78 5.02 4.49 2.82 0.010 2.67

Table 1. Results of quantitative comparison experiments.
Our! represents inference conditioned on MVE features, and
Our? represents inference conditioned on MVE+CLIP fea-
tures.

4.2.2 Quantative Results. For each video from VGG-AnimSeg-

4k test set, we generate an 8.2-second audio clip for eval-
uation. Tab. 1 demonstrates our method presents superior



performance compared to other methods in terms of FD, FAD,
KL, and KID, indicating that our results closely resemble the
ground truth. Our excellent CAV score further highlights
our method’s exceptional object alignment between the gen-
erated audio and input videos.

pi ]
/ /]
o |

Ground Truth

MVE+Q;IP

Figure 7. Comparison of different visual features. Our
method (MVE and MVE+CLIP) performs better in capturing
the semantic information and temporal conditions in the
video, while others generate target-agnostic sounds or low-
fidelity audio.

4.3 Ablation Studies

4.3.1 MVE Ablation. To validate the effectiveness of the
visual features extracted by MVE, we compare them with
other viusal features. We fine-tune the LDM using differ-
ent visual features extracted from the training set of VGG-
AnimSeg-4k, and then generate 10 audio samples for each
test video for evaluation. As shown in Tab. 2, our method
achieves best in multiple metrics. Although CAVP features
achieve the highest IS score, they perform worse in other
metric. Since IS is originally designed to measure the quality
of generated images, it does not guarantee the quality of
the generated audio. Additionally, adding CLIP features to
MVE features (referred to as MVE+CLIP) further enhances
performance. This improvement is attributed to the rich and
high-level semantic information provided by CLIP features,
which may be ignored in convolutional backbone. Fig. 7
shows a qualitative comparison of a representative example.

4.3.2 MLM and RVS Ablation. We conduct an ablation
study to validate the effectiveness of RVS and MLM. As
shown in Tab. 3, MLM significantly improves the scores of
FD, FAD, KL, KID, and CAV. The qualitative comparison in
Fig. 8 demonstrates that the model trained with MLM gener-
ates audio with more pronounced changes in loudness corre-
sponding to the distance of the target object. However, when
RVS is added to our base model, there is a slight decrease
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Visual Features FD| FAD| IST KL| KID| CAV{

CLIP 42.78 573 539 3.12 0.015 2.55
CAVP 4738 6.73 6.65 4.14 0.016 1.95
MVE 38.89 4.03 5.79 3.17 0.012 3.06
MVE+CLIP 3541 490 5.93 2.90 0.011 2.69

Table 2. Investigate the effect of conditioning on different
visual features. The results showcase the superiority of MVE
features, and MVE+CLIP further enhances performance.

in performance. This may be due to the resizing process in
RVS, which can distort the aspect ratio of the original images.
Despite this, Fig. 9 demonstrates that RVS enables the model
to handle multi-object scenes more effectively, highlighting
its importance in complex scenarios.

MLM RVS FD| FAD| ISt KL| KID| CAV?T

41.29 5.22 5.86 336 0.012 2.28

v 34.67 4.81 5.53 3.07 0.010 2.47
v’ 50.19 4.87 5.56 3.62 0.018 2.30

v v/ 40.11 4.81 5.37 3.16 0.014 235

Table 3. Validation of MLM and RVS.

Ground Truth hoove-beating

donkey's bray

Others (SpecVQGAN)

Ours (no MLM)

Ours (MLM)

Figure 8. An ablation study of MLM. When the donkey runs
closer, our results show a clearer increase in loudness, and
when it moves away, the sound diminishes.

5 Conclusion

In this work, we introduce Hear-Your-Click, an interactive
V2A framework. To support this framework, we develope
the VGG-AnimSeg dataset and propose Object-aware Con-
trastive Audio-Visual Fine-tuning, which includes a Mask-
Guided Visual Encoder and two data augmentation strate-
gies. For a more precise evaluation of audio-visual alignment,
we introduce the CAV score alongside traditional metrics.
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Ground Truth

Select Both (no RVS

1 dog barks

Figure 9. An ablation study of RVS. RVS enables the model
to generate corresponding sounds when selecting multiple
objects.

Our experimental results demonstrate superior performance
across various objective indicators and qualitative assess-
ments. Additionally, we have created an interactive V2A
interface for Hear-Your-Click, a feature not found in other
V2A methods. These results highlight the effectiveness of
our approach in capturing object-specific local details within
videos, leading to more accurate audio generation. We an-
ticipate that our work will inspire further advancements in
V2A research and facilitate its broader application.
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